CS 7643: Deep Learning

Topics:
— Notation + Supervised Learning view
— Linear Classifiers
— Neural Networks
— Modular Design

Dhruv Batra
Georgia Tech



-
Administrativia

 Now that the dust has settled

— Nearly everyone who submitted HWO was added to class
from waitlist

« Canvas
— Anybody not have access?

« HWO

— People who were on waitlist, your HWO scores will be
uploaded soon.

— Remember, doesn’t count towards final grade.
— Self-assessment tool.
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Plan for Today

* Notation + Supervised Learning view
* Linear Classifiers

* Neural Networks
— Modular Design
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Supervised Learning

* |nput: x (images, text, emails...)
 Output: y (spam or non-spam...)

* (Unknown) Target Function
- . X=2Y (the “true” mapping / reality)

 Data
— (X1,¥4), (X2,¥2), +--5 (XnoYN)

 Model / Hypothesis Class
— h: X=2Y
— vy = h(x) = sign(wx)

Learning = Search in hypothesis space
— Find best h in model class.

(C) Dhruv Batra 9



Error Decomposition j

® stlty,%

horse '‘perso
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7> Error Decomposition
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Reality

horse _Perso
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Error Decomposition

horse “pPerso
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VGG19

== Error Decomposition
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Error Decomposition

Approximation/Modeling Error
— You approximated reality with model

Estimation Error
— You tried to learn model with finite data

Optimization Error
— You were lazy and couldn’t/didn’t optimize to completion

Bayes Error
— Reality just sucks
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Linear Classification



Neural Network

Linear
classifiers

This image is CCO 1.0 public domain

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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Image Captioning {
T

3 L

= >

A group of people
shopping at an

outdoor market.

There are many
vegetables at the
fruit stand.

17



Visual Question Answering

: Neural Network
Image Embe(ddlng (VGGNet) Softmax
| dir) - over top K answers
Ply=0x)
. i . Ply=11x)
Con lj-)ﬂfl_ K//Iiool’gLaye CONOIL e Ronling onnected MLP Ply=2x)
Question-Embeddimg(LSTM)

‘How many horses are in this Iimage?’
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Image |

Do you think the
woman is with himy?

sidewalk. Is the man wearing a
helmet? No he does not have

a helmet on. ... Are there any people
nearby? Yes there's a woman walking
behind him.

The man is riding his bicycle on the \

t rounds of history

Visual Dialog

%
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No | don't think
Deco €r [| they are togethe

LST

(concatenated) U

_——\

Late Fusion Encoder
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Recall CIFAR10

airplane [N s I = S P
automobileng!ﬂﬁ@ﬂg
bird R EETH RS
cat .‘uggﬂﬁgﬂ 50,000 training images
32(: %ag gig each image is 32x32x3
N O B KD " 10,000 test images.
we DI % DG
horse i N I PO PR I 5 IR 6
ship [ el T e P
ruck e ol A o s R

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Parametric Approach e

% v ,_j\@
> f(x,W) » 10 numbers giving
’ class scores

\
\

Array of 32x32x3 numbers

(3072 numbers total) / W

arameters
or weights

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Parametric Approach: Linear Classifier
- f‘/?
| e f(x,W) = WX

10 numbers givin
> f(x,W) > JVing
Array of 32x32x3 numbers

Image

y (1. X

T class scores

(3072 numbers total) VV

parameters
or weights

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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Parametric Approach: Linear Classifier

/ 72x1
f(x,W)|=
[10x1] |14 1043072 N
> f(x,W) » 10 numbers giving
3 T class scores
Array of 32x32x3 numbers
(3072 numbers total) W
parameters
or weights

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Parametric Approach: Linear Classifier

A
3072x1
Image f(XaW) = wg +’t_)__ 10x1  [{&1 1“\
N L&T 10x1 10x3072 —
payon B > f(x,W) » 10 numbers giving
LD class scores
,(Agr(r)a7 of 3;(32xt3 tnlIJ)mberS T
numbers tota
parYerters
or weights

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Stretch pixels into colun< h})k ) )Q‘/‘ bc@(
>>
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung CS 231n
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Interpreting a Linear Classifier

o [
f(x,W) =;ﬂ+ b

What is this thing doing’?
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Interpreting a Linear Classifier

airplane g;5§55=

automobile (g 53 & B e i —

- SaBGsBTESR 'UCLY) =+ D

cat = - 3 5 ¥

A e R ms Example trained weights
o,  HIENa®-RIEISE of a linear classifier

horse oy v N o PO P I G R B : :

sp EEE.sEses=ie trained on CIFAR-10:
truck :

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Interpreting a Linear Classifier

<p¢3 /@)&> ’//%:;/O

Array of 32x32x3 numbers
(3072 numbers total)

Plot created using Wolfram Cloud Cat image by Nikita is licensed under CC-BY
2.0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Hard cases for a linear classifier

Class 1: Class 1:
number of pixels > 0 odd 1<=L2norm<=2
Class 2: Class 2_:
number of pi>|<els > 0 even EverythD(g eI_sg/Z’
AL, _
?‘/ —
AN % N\
alal A3

2 2

—

.

L —

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Class 1:
Three modes

Class 2:
Everything else




So far: Defined a (linear) score function

airplane
automobile
bird

cat

deer

dog

frog

horse

ship

] F(x,W) = WZEJ
- = =

Example class
scores for 3
images for
some W.:

How can we tell

3.58 5.55 _
4-49$ ~4.34 whether this W
-4 .37 -1.5 : f?
_z_oi 4 7 IS good or bad*
-2.9 6.14

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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So far: Defined a (linear) score function

airplane

automobile

bird
cat
deer
dog
frog
horse
ship

truck

Cat image by Nikita

-3.45
-8.87

0.09
2.9
4.48
8.02
3.78
1.06
-0.36
-0.72

CC-BY 2.0; Car image

-0.51 3.42
6.04 4.64
5.31 2.65
-4.22 5.1

-4.19 2.64
3.58 5.55
4.49 -4 .34
-4.37 -1.5
-2.09 -4.79
-2.93 6.14

CCO0 1.0 public domain; Frog image

TODO:

Define a loss function
that quantifies our
unhappiness with the
scores across the training
data.
4. Come up with a way of
efficiently finding the
parameters that minimize
J the loss function.

(optimization)

—

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Lo, by

Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W) =Wz are:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Suppose: 3 training examples, 3 classes.

A loss function tells how
With some W the scores f(z, W)= Wz are:

good our current classifier is
Given a dataset of examples
N
(s, yi) Fim1

Where x; is image and

cat 1 3 2 2 Yi is (integer) label
car 49 2 5 Loss over the dataset is a

' sum of loss over examples:
frog

20 '3-1 1
L = ZLi(f(iUi, W), y;)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

— — )

Given an example (:Bi, yi)
where z; is the image and
where v; is the (integer) label,
and using the shorthand for the
scores vector: $ = f(zi, W)

the SVM loss has the form:

if 5, > s;+1
a S; ~J —l— 1 otherwise —

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

“Hinge loss”

cat 32 13 22 |

L; = {0 if sy, 2 55 +1
car 5 . 1 4.9 2 . 5 iy (53~ Sy + 1 otherwise
frog -1.7 2.0 -3.1 = > max(0,5; = sy, +1)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:

With some W the scores f(z, W)= Wz are:

Given an example (CBz‘, yi)

the SV

where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

s has the form:

cat 3.2 1.3 2.2

L; = Zﬁéyi

max(0,s; — sy, + 1)

car 5.1 4.9 2.5

frog -1.7 2.0 -3.1 I@WN
i

Cronrtsm, Simyos

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

the SVM loss has the form:
Li =), max(0,s; — sy, + 1)

= max(0,5.1-3.2 + 1)
< [ —
17-32+1)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training

examples, 3 classes.

With some W the scores f(z, W)= Wz are:

cat 3.2
car 5.1

frog -1.7
Losses: 2.9

1.3 2.2

497 25

2.0/ -3.1

Multiclass SVM loss:
Given an example (:Bi, y,-)
where z; is the image and
where v; is the (integer) label,
and using the shorthand for the
scores vector: s = f(zi, W)

the SVM | e form:

g = N #Jmax iﬁsﬂ—'—l)

—max(013 49+ 1)
+max(0, 2.0-4.9 +1)

—max(O -2.6) + max(0, 19)
+ 0 —

=O

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where v; is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

the SVM loss has the form:

cat 3.2 1.3 22| 1 T T
car 5.1 4.9 2.5 = max(0, 2.2 - (-3.1) + 1)

+max(0, 2.5 - (-3.1) + 1)
frog -1.7 2.0 -3.1 = max(0, 6.3) + max(0, 6.6)

Losses: 2.9 0 12.9 AN

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

the SVM loss has the form:
Li =), max(0,s; — sy, + 1)

cat 3.2 1.3 2.2
car 5.1 4.9 2.5

frog -1.7 2.0 -3.1
Losses: 2.9 0 12.9

oss over full

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W)= Wz are:

Multiclass SVM loss:

“Hinge loss”

cat 32 13 22 e
car 5 1 4.9 25 b @{S‘j — 8y, + 1 othzzrv;ise‘7

frog -1.7 2.0 -3.1 = Y max(0,s; — sy, + 1)

JF#Yi

-
~——_ — j

%@Q&&@J score for Correct class ——
Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

\ the SVM loss has the form:

cat 3.2 1.3 2.2 L. :Z# max(0, s; — sy, + 1)

car .1 4.9 2.9 Q: What happens to
frog -1.7 2.0 -3.1 loss if car image
losses: 2.9 | 0 12,9  scoreschangea bit?

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

the ss has the form:

cat 3.2 1 3 22 L; Z#y' \max( ,fj>—_3yi +1)
car 5.1 4.9 2.9 Q2: what is the

frog -1.7 2.0 -3.1 min/max possible
Losses: 2.9 0 12.9 loss’?

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

cat 32 13 22|

Z# ; aX(07gj\L?yi )
car > 4.9 25& Q3: At initialization W
frog -1.7 2.0 -3.1 Is small so all s = 0.
Losses: 2.9 0 12.9 What is the loss?

4 Nag, g4, -/

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, y,-)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

the SVM loss has the form: 121

R A

Q4: What if the sum

cat 3.2 1.3 2.2
car 5.1 4.9 2.5‘}(

frog -1.7 2.0 -3.1 was over all classes?
Losses: 2.9 0 129  (includingj=y_i)
\

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W)= Wz are:

Given an example (:Bi, yi)
where z; is the image and
where Yi is the (integer) label,

and using the shorthand for the
scores vector: § = f(zi, W)

cat 3.2 1 . 3 2 . 2 VL the"SVivHpss has the form:

L; + Z#b‘ max(0, s; — sy, + 1)
— ——
car 5.1 4.9 2.5 Q5: What if we used

frog -1.7 20 =31 mean instead of
Losses: 2.9 0 12.9 sum?

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W) p\Wz are:

Given an example (:Bi, yi)
where z; is the image and
where v; is the (integer) label,
and using the shorthand for the
scores vector: s = f(zi, W)

the SVM loss has the form:
Li =), max(0,s; — sy, + 1)

Q6: What if we used
Li =%z, max(0,s; — sy, + 1@
— 0

cat 3.2 1.3

car 5. t——48——2%

frog -1.7 20
Losses: 2.9 0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Multiclass SVM Loss: Example code

Lz = Zj maX(O, Sj — Sy, T 1)

Pan

def L i vectorized

(X, y, W):
scores = W.dot(x¥f1~———-

margins = np.maximum(©, scores - scores[y] + 1) é;————-
: margins[y] =

loss 1 = np.sum(margins)é;—*\

return loss 1

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




flx, W) =Wz

L=13Y 3., max(0, f(zs W); — f(zs W)y, + 1)

E.g. Suppose that we found a W such that L = 0.
Is this W unique?

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



flx, W) =Wz

L=13Y 3., max(0, f(zs W); — f(zs W)y, + 1)

E.g. Suppose that we found a W such that L = 0.
Is this W unique?

No! 2W is also has L = 0!

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Suppose: 3 training examples, 3 classes. Li =3, max(0,s; — sy, + 1)
With some W the scores f(z, W)= Wz are: 2

Before:

=max(0,1.3-49+1)
+max(0, 2.0-4.9 + 1)

= max(0, -2.6) + max(0, -1.9)

=0+0
=0
cat With W twice as large:
= max(0, 2.6 - 9.8 + 1)
car +max(0, 4.0 - 9.8 + 1)
= max(0, -6.2) + max(0, -4.8)
frog =0+0
Losses: =0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

cat
car

frog

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

= m

<3 scores = unnormalized loqg probabilities of the classes.
5 = f(wz, 7! )

cat 3.2
car 5.1

frog -1.7

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

probabilities of the classes.

where S = f(il)z, W)

cat

car

frog

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

Nz & scores = unnormalized log probabilities of the classes.

P(Y = kIX = mz) — Ze_szsj where S = f(il)z, W)

J

cat 3.2 Softmax function
car 5.1
frog -1.7

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Why is so&max called softmax?

%jj@/ @7 o rasgmt (2. 24)
)

: ;QZ/@% |9




Softmax Classifier (Multinomial Logistic Regression)

ail

() scores = unnormalized log probabilities of the classes.
{E.

P(Y = k|X = il?z) — Zejsisj where S = f(:cz, W)

Want to maximize the log likelihood, or (for a loss function)
cat 3 2 to minimize the negative log likelihood of the correct class:

car 5j’| @ - _A_L)gﬁ(y’—-: il X = 2)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




Softmax Classifier (Multinomial Logistic Regression)

ail

() scores = unnormalized log probabilities of the classes.

P(Y = k|X = il?z) — Zejsisj where S = f(:cz, W)

Want to maximize the log likelihood, or (for a loss function)
cat 3 2 to minimize the negative log likelihood of the correct class:

L; = —log P(Y = yi| X = z;)

—_—

frog -1.7 in summary:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n






Softmax Classifier (Multinomial Logistic Regression)

cat

car

e

frog -1.7

unnormalized log probabilities

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

Li = — log( z:e:y;sj )

unnormalized probabilities

cat 3.2 +——>| 24.5
car 51_—164.0

frog -1.7 *—/53 0.18

unnormalized log probabilities

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

unnormalized probabilities

. 245
1 % 164, ]| :

cat

&)

car 9.

frog -1.7 0.18

unnormalized log probabilities probabilities

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

Li = —log(<£%)

Zj e’
unnormalized probabilities
cat 3.2 24.5 0.13 |» L_i=-09(0.13)
exp normalize 0.89
car 5.1 —— |164.0 » | 0.87
frog -1.7 018 OOO
unnormalized log probabilities probabilities

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

Q: What is the min/max
possible loss L_i7?

unnormalized probabilities

cat 3.2 24.5 -1 0.13 |» Li=-log(0.13)
car | 51 2% 640" 087
frog -1.7 018 OOO

unnormalized log probabilities probabilities

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax Classifier (Multinomial Logistic Regression)

cat
car

frog

exp

L~ el

unnormalized probabilities

24.5
164.0
0.18

Q2: Usually at
Initialization W is small

soall s =0.
What is the loss?

normalize

unnormalized log probabilities

>

0.13 |» L_i=-log(0.13)

= 0.89
0.87
0.00

probabilities

Qo% K

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



—
IROSS

A

Slide Credit: Fei-Fei Li, Justir]

' hinge loss (SVM)
-
-2.85
matrix multiply + bias offset max(0, -2.85 - 0.28 + 1) +
0.86 max(0, 0.86 - 0.28 + 1)
0.01 | -005 | 0.1 | 0.05 15 0.0 . =
P 1.58
07 | 02 | 005 | 0.16 22 0.2
+ _———— — S
00 | -045 | -02 | 0.03 44 03 T cross-entropy loss (Softmax
-2.85 0.058 0.016
%4 56 b
— ex normalize
—>([| 0.86 _p. 236 | — 5. | 0.631 | -100(0.353)
'T;Z (to sum =
— to one) 0.452
0.28 1.32 0.353
Yi | 2
/ \

Johnson, Serena Yeung, CS 231n

e



Softmax vs. SVM

L; = —log( iye] ) Li =} ,., max(0,s; — sy, + 1)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Softmax vs. SVM

L; = —log( i e] ) Li =} ,., max(0,s; — sy, + 1)
assume scores: Q: Suppose | take a datapoint
10, -2, 3] and | jiggle a bit (changing its
- score slightly). What happens to
:1 0,9, 9] the loss in both cases?

10, -100, -100]

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Recap

-  We have some dataset of (x,y) eq.
- We have a score function: s = f(z; W) =Wz
-  We have a loss function:

~ Softmax

Sy
L, = —log(=——
g( Z] €J ) SVM regularization loss

g .. Wi . L
L’I, e Z]#y, maX(O, 8] Syz + ].) scorefunctloluf(xi’w)l i }J
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L=+ SV, Li + R(W) Full loss .

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



L; = —log(=
T

L =

7 —

N 3
% Yoot Li + R(W) Full loss L

Recap —
) How do we find the be

L

We have some dataset of (x,y)

We have a score function: s = f(z; W

We have a loss function:

Softmax /\
Sy )
Z € ] SVM regularization loss

J

score functior

D> izy, max(0, 85 — sy, + 1) Z Wi

[}
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n




