
CS 4803 / 7643: Deep Learning

Dhruv Batra 
Georgia Tech

Topics: 
– Recurrent Neural Networks (RNNs)

– (Truncated) BackProp Through Time (BPTT)
– LSTMs



Administrativia
• HW2 Reminder

– Due: 10/10, 11:55pm
– https://www.cc.gatech.edu/classes/AY2020/cs7643_fall/asse

ts/hw2.pdf

• Project Teams Google Doc
– https://docs.google.com/spreadsheets/d/1ouD6ctaemV_3nb

2MQHs7rUOAaW9DFLu8I5Zd3yOFs7E/edit?usp=sharing
– Project Title
– 1-3 sentence project summary TL;DR
– Team member names
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https://www.cc.gatech.edu/classes/AY2020/cs7643_fall/assets/hw2.pdf
https://docs.google.com/spreadsheets/d/1ouD6ctaemV_3nb2MQHs7rUOAaW9DFLu8I5Zd3yOFs7E/edit?usp=sharing


Administrativia
• Guest Lecture: Sarah Wiegreffe

– Next class (10/10)
– Transformers, BERT, Elmo, sentence encodings
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Recap from last time
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New Topic: RNNs
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New Words
• Recurrent Neural Networks (RNNs)

• Recursive Neural Networks
– General family; think graphs instead of chains

• Types:
– “Vanilla” RNNs (Elman Networks)
– Long Short Term Memory (LSTMs)
– Gated Recurrent Units (GRUs)
– …

• Algorithms
– BackProp Through Time (BPTT)
– BackProp Through Structure (BPTS)
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What’s wrong with MLPs?
• Problem 1: Can’t model sequences

– Fixed-sized Inputs & Outputs
– No temporal structure

• Problem 2: Pure feed-forward processing
– No “memory”, no feedback
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Why model sequences?
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Sequences are everywhere…
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Sequences in Input or Output?
• It’s a spectrum… 
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Input: No 
sequence
Output: No 
sequence
Example: 
“standard” 

classification / 
regression 
problems

Input: No sequence

Output: Sequence

Example: 
Im2Caption

Input: Sequence

Output: No 
sequence

Example: sentence 
classification, 

multiple-choice 
question answering

Input: Sequence

Output: Sequence

Example: machine translation, video classification, 
video captioning, open-ended question answering

Image Credit: Andrej Karpathy



2 Key Ideas
• Parameter Sharing

– in computation graphs = adding gradients
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Slide Credit: Marc'Aurelio Ranzato(C) Dhruv Batra 12

Computational Graph



2 Key Ideas
• Parameter Sharing

– in computation graphs = adding gradients

• “Unrolling”
– in computation graphs with parameter sharing
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How do we model sequences?
• No input
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How do we model sequences?
• With inputs
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2 Key Ideas
• Parameter Sharing

– in computation graphs = adding gradients

• “Unrolling”
– in computation graphs with parameter sharing

• Parameter sharing + Unrolling
– Allows modeling arbitrary sequence lengths!
– Keeps numbers of parameters in check
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Recurrent Neural Network

x

RNN

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Recurrent Neural Network

x

RNN

y
usually want to 
predict a vector at 
some time steps

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 
applying a recurrence formula at every time step:

new state old state input vector at 
some time step

some function
with parameters W

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



(Vanilla) Recurrent Neural Network

x

RNN

y

The state consists of a single “hidden” vector h:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

ht = tanh(Whhht�1 +Wxhxt + bh)

yt = Whyht + by

Sometimes called a “Vanilla RNN” or an “Elman RNN” after Prof. Jeffrey Elman



h0 fW h1

x1

RNN: Computational Graph

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



h0 fW h1 fW h2 fW h3

x3

…
x2x1

RNN: Computational Graph

hT

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



h0 fW h1 fW h2 fW h3

x3

…
x2x1W

RNN: Computational Graph

Re-use the same weight matrix at every time-step

hT

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



h0 fW h1 fW h2 fW h3

x3

yT

…
x2x1W

RNN: Computational Graph: Many to Many

hT

y3y2y1 L1 L2 L3 LT

L

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



h0 fW h1 fW h2 fW h3

x3

y

…
x2x1W

RNN: Computational Graph: Many to One

hT

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



h0 fW h1 fW h2 fW h3

yT

…
x

W

RNN: Computational Graph: One to Many

hT

y3y2y1

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Sequence to Sequence: Many-to-one + one-to-many

y1 y2

… 

Many to one: Encode input 
sequence in a single vector

One to many: Produce output 
sequence from single input vector

fW h1 fW h2 fW

W2

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

h0 fW h1 fW h2 fW h3

x3

… 

x2x1W1

hT



Plan for Today
• Recurrent Neural Networks (RNNs)

– Example Problem: (Character-level) Language modeling 
– Learning: (Truncated) BackProp Through Time (BPTT)
– Visualizing RNNs
– Example: Image Captioning
– Inference: Beam Search
– Multilayer RNNs
– Problems with gradients in “vanilla” RNNs
– LSTMs (and other RNN variants)
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Language Modeling
• Given a dataset, build an accurate model: 

P(y1, y2, …yT)

(C) Dhruv Batra 29Image Credit: https://ofir.io/Neural-Language-Modeling-From-Scratch/



Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”

ht = tanh(Whhht�1 +Wxhxt + bh)
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Character-level
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Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”

ht = tanh(Whhht�1 +Wxhxt + bh)
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Distributed Representations Toy Example
• Local vs Distributed
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Distributed Representations Toy Example
• Can we interpret each dimension?
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Power of distributed representations!
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Local

Distributed

Slide Credit: Moontae Lee 



Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Training Time: MLE / “Teacher Forcing” 



Example: 
Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,o]

At test-time sample 
characters one at a 
time, feed back to 
model
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Test Time: Sample / Argmax / Beam Search
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Backpropagation through time
Loss

Forward through entire sequence to 
compute loss, then backward through 
entire sequence to compute gradient

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Run forward and backward 
through chunks of the 
sequence instead of whole 
sequence

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Carry hidden states 
forward in time forever, 
but only backpropagate 
for some smaller 
number of steps

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



x

RNN

y

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



train more

train more

train more

at first:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



The Stacks Project: open source algebraic geometry textbook

Latex source http://stacks.math.columbia.edu/
The stacks project is licensed under the GNU Free Documentation License

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

http://stacks.math.columbia.edu/
https://github.com/stacks/stacks-project/blob/master/COPYING


Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Generated 
C code

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

quote detection cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

line length tracking cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

if statement cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

quote/comment cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

code depth cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Plan for Today
• Recurrent Neural Networks (RNNs)

– Example Problem: (Character-level) Language modeling 
– Learning: (Truncated) BackProp Through Time (BPTT)
– Visualizing RNNs
– Example: Image Captioning
– Inference: Beam Search
– Multilayer RNNs
– Problems with gradients in “vanilla” RNNs
– LSTMs (and other RNN variants)
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Neural Image Captioning
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Convolution Layer
+ Non-Linearity

Pooling Layer Convolution Layer
+ Non-Linearity

Pooling Layer Fully-Connected MLP

Image Embedding (VGGNet)
4096-dim



Neural Image Captioning
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Convolution Layer
+ Non-Linearity

Pooling Layer Convolution Layer
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image Embedding (VGGNet)



Neural Image Captioning
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Neural Image Captioning

(C) Dhruv Batra 70

C
on

vo
lu

tio
n 

La
ye

r 
+ 

N
on

-L
in

ea
rit

y 
P

oo
lin

g 
La

ye
r 

C
on

vo
lu

tio
n 

La
ye

r 
+ 

N
on

-L
in

ea
rit

y 
P

oo
lin

g 
La

ye
r 

Fu
lly

-C
on

ne
ct

ed
 M

LP
 

40
96

-d
im

 

Im
ag

e 
E

m
be

dd
in

g 
(V

G
G

N
et

) 

Li
ne

ar

<start> Two people and two horses.

R
N

N

R
N

N

R
N

N

R
N

N

R
N

N

R
N

N

P(next) P(next) P(next) P(next) P(next)

y1 y2 y3 y4 y5

P(next)



Sequence Model Factor Graph
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y1 y2 y3 y4 y5

. . .

P (yt | y1, . . . , yt�1)



Beam Search Demo
• http://dbs.cloudcv.org/captioning&mode=interactive

(C) Dhruv Batra 72

http://dbs.cloudcv.org/captioning&mode=interactive

