
Language Influence 2: Argumentation
"ANALYZING WIKIPEDIA DELETION DEBATES WITH A GROUP DECISION-MAKING 

FORECAST MODEL." 



BACKGROUND ON WIKIPEDIA 

¡ Articles for Deletion in Wikipedia pages.

¡ Nomination by voting.

¡ Conflict between "deletionist”and “inclusionist.” 



A single AfD
discussion Example

¡ Often debate for 
post.

¡ Delete and Keep.

¡ Keep a long period.



Research in Wikipedia deletion debates

¡ new model for forecasting outcomes of online group decision-making 
discussions. 

¡ (1) Historical context of administrative tasks.

¡ (2) Exploratory data analysis in Corpus.

¡ (3) Forecasting methods

¡ (4) Results analysis



OVERALL BREAKDOWNS OF LABELS ACROSS ALL DATA. 



DISTRIBUTIONS BY YEAR FOR VOTES (LEFT) AND OUTCOMES (RIGHT) 
OVER WIKIPEDIA’S HISTORY. 



Forecasting Methods

¡ Natural Language Processing (NLP)

¡ Machine Learning Predictive Models (ML)



NLP Methods 

¡ Not like bag-of-word traditionally.

¡ Analysis surroundings context rather than single word.

¡ Using BERTBASE models by apply consecutive words.



NLP Methods

¡ Encode overall discussion content 

¡ A single deletion discussion is labeled d.

¡ timestamp t i , and a rationale text, ri (which might be empty). 

¡ The features of a single contribution ci can be extracted using arbitrary 
representations of language, and represented as φi . 



LOGISTIC REGRESSION WITH 
L2 REGULARIZATION

ML Methods



FORECASTING LAYOUT 

administrators choose Delete in 66.9% of these cases 



Forecasting models

¡ 10-fold cross validation (95% training data)

¡ 5% of the corpus (20,000 discussion) in testing data

¡ Logistic regression predicting outcomes (D or K)

¡ Measuring Forecast Shifts in predictive models





Forecasting Accuracy

¡ Best-performing model with 97.3% accuracy(less than 5).

¡ Best-performing model with 85.3% accuracy(higher than 5).

¡ 1.6% higher than models in other papers



Limitation

¡ Size of corpus for testing (5%)

¡ Did NOT include article texts themselves in our work.

¡ Unclear/insignificantly predictive results in shift change. 

¡ Models only perform well in certain period.

¡ Fewer discussion in ML methods





Further Discussion

¡ High forecasting accuracy among other predictive models.

¡ Both implement NLP and ML algorithm.

¡ Search and analyze surrounding textural information.

¡ High reliability and volatility.



Q&A

¡ Any Questions for the presentation?



Language Influence 2: Argumentation
"WINNING ARGUMENTS:

INTERACTION DYNAMICS AND

PERSUASION STRATEGIES

IN GOOD-FAITH ONLINE DISCUSSIONS”



We are always trying to change someone else’s 
opinion!



Original Opinion

● Certainty of the 
holder (Pomerantz et 
al.1995)

● Importance of the 
belief (Petty et al. 
1997)

Argument

● Properties such as 
intensity, valence, 
and framing (Althoff 
et al. 2014, Bailey et al. 
2014, Bryan et al. 2013, 
etc)

● Social aspects 
such as social 
proof and 
authority (Chaiken 
1987, Cialdini et al. 1999, 
etc)



/r/changemyview Original Post



Root Replay



Subtree



Path



=

Successful 
Argument



Original Opinion Argument

• Interaction dynamics

• Stylistic choices ( language 
indicators) in arguments

• Resistance to persuasion



Original Opinion

● The entry time of the challenger
● The number of back-and-forth exchanges
● The number of challengers
● and possibly more …

Argument

Interaction Dynamics

Challenger’s 
perspective

Original Post



Success of a comment vs. the challenger’s entry 
time



Success of a comment vs. the number of back-and-
forth exchanges



Probability that opinion was changed vs. the 
number of challengers



Sheer number of challengers or diversity of 
counterarguments?



Original Opinion

● Variations of 
setup
○ Root reply
○ Full path
○ Truncated

Effective/Ineffec
tive Argument

Stylistic choices ( language 
indicators) in arguments



Original Opinion

● Interplay with original 
opinion:
○ similarity in 

different 
vocabulary sets

Argument

● Argument-only 
features:
○ Stylistic features
○ Bag-of-words
○ Part-of-speech 

tags



Performance Overview: Interplay with the OP plays 
an essential role.



Metrics

● Number of common 
words

● Reply fraction
● OP fraction
● Jaccard

Interplay with the original 
opinion

Types of words

● Stopwords
● Content
● All



Interplay with the original 
opinion



Argument-only: stylistic features

● Number of words
● Word category-based features 
● Word score-based features
● Characteristics of the entire argument 
● Formatting 



Number of words



Word category-based 
features
● (In)definite articles: 

○ General (a/an) vs specific (the)
● Positive and negative words: 

○ Positive/negative from LIWC
● Arguer-relevant personal pronouns: 

○ me, you, us
● Links: 

○ Citing external evidence
● Hedging: 

○ Hedges indicate uncertainty 
○ (“It could be the case”. )

● Examples:
○ “For example”, “for instance”, “e.g.”

● Question Marks
● Quotations



Word score-based features

● Arousal:
○ the intensity of an emotion
○ Dull vs terrorism 

● Concreteness:
○ the degree to which a word denotes 

something perceptible
○ Hamburger vs justice 

● Dominance:
○ the degree of control expressed by a 

word. 
○ Earthquake vs completion

● Valence:
○ how pleasant the word’s denotation 

is.
○ Murder  vs sunshine



Formatting



Structure of an argument



Interplay with original posts 



Original Opinion Argument

Resistance to persuasion

Original opinion features: 
● Stylistic features 
● Bag-of-words 
● Part-of-speech tags



Performance Overview: A much harder task



Malleability of the original opinion



Discussions

● Experience level of challengers?
● Topics of original opinions and 

arguments?
○ topic: food, eat, eating, thing, meat
○ topic: government, state, world, 

country, countries
● Structure of arguments?

○ “First0–but1–because2”
○ “Now1–then2–instead3”

● Persuasion strategies?


