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Assighnment 4 out
* Due date extended to April 8" 11:59pm EST.

Projects
* Project proposal due March 22" 11:59pm EST
 FB discourse forum released!

Outline of rest of course:
* No class March 24t (“spring break” day)
* March 26t we start (deep) reinforcement learning

e Guest lectures/other topics (e.g. self-supervised learning)
* Ishan Misra (FB) April 9t

* Generative models (VAEs / GANs)



Sequences in Input or Output?

’ -
i |t S one to one one to many many to one many to many many to many

Input: No

sequence Input: No Input: Sequence Input: Sequence
Output: No sequence Output: No Output: Sequence
sequence Output: Sequence sequence Example: machine translation, video classification,
Example: Example: Example: video captioning, open-ended question answering
ple: .
Im2Caption sentence

“standard”
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Jean Maillard

Jean Maillard is a Research Scientist on the
Language And Translation Technologies Team
(LATTE) at Facebook Al. His research interests
within NLP include word- and sentence-level
semantics, structured prediction, and low-
resource languages. Prior to joining Facebook in
2019, he was a doctoral student with the NLP
group at the University of Cambridge, where he
researched compositional semantic methods. He
received his BSc in Theoretical Physics from
Imperial College London.
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Recall: language models estimate the probability of sequences of words:

p(S) — p(W‘I)WZa U Wn)

Masked language modeling is a related pre-training task — an auxiliary
task, different from the final task we're really interested in, but which can
help us achieve better performance by finding good initial parameters for
the model.

By pre-training on masked language modeling before training on our final
task, it is usually possible to obtain higher performance than by simply
training on the final task.
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performance (GLUE)

100

88
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63

50

®ROBERTa (2019) @ T5(2019)
@ BERT (2018)
ELMo (2018)
CBoW (2013)
10 100 1000 10000

number of parameters (millions)

Model Size in Perspective

100000

human baseline

Types of model:
shallow network
RNN

@® transformer
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Pretrained

— teacher Soft predictions
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Input
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cross-entropy H(p™,p) Zp )log p(x)

Xex

reference distribution
Laist = H(t,s) Zt logs; or Dg.(t|s)
Estudent — H(Y: S) — Z.Vilog Sj
i

L = aLlyist + 8 Lstudent
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Ledell Wu

Ledell Wu is a research engineer at Facebook Al
Research. Ledell joined Facebook in 2013 after
graduating from University of Toronto. She worked on
Newsfeed ranking as a machine learning engineer. After
joining Facebook Al, Ledell worked on general purpose
and large-scale embedding systems. She collaborated
with teams including page recommendations, video
recommendations, ads interest suggestion, people
search and feed integrity, to use embeddings to better
serve products. She is one of the main contributors in
open source projects including StarSpace (general
purpose embedding system), PyTorch Big-Graph (large-
scale graph embedding system) and BLINK (entity
linking). Ledell also studies fairness and biases in
machine learning models.
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Embeddings

Word Embeddings
Graph Embeddings
Applications, world2vec

Additional Topics
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Mapping Objects to Vectors through a trainable function

[0.4,-1.3,25,-0.7, ...] [0.2,-2.1,0.4,-05, ..]

samoyed (16); Papillon (5.7); Pomeranian (2.7); Arctic Fox (1.0); B G

EOIF RIS AT EIFTA

""" r""’”’-’———-""‘
7= = 7 T - - - - LA

EaP T R ST HTERTTA

V. Rl A A A

CEP T AP S ST ITA

&
& y o
Red Green Blue ﬁ

“The neighbors' dog was a Samoyed,
which looks a lot like a Siberian husky”

Slide Credit: Yann LeCun

Introduction to Embeddings FACEBOOK Al Gequala

@



oyeux Anniversaire!

L #lamOld

| #yannsplanes |‘\ '

tribute concert

'\ Watched
\ John Coltrane

Wow! Checkout
this vint jot

Slide Credit: Yann LeCun
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Representing words by their context

Distributional semantics: A word’s meaning is given by the words that
frequently appear close-by

“You shall know a word by the company it keeps” (J.R.Firth 1957:11)
One of the most successful ideas of modern statistical NLP!

When a word w appears in a text, its context is the set of words that appear
nearby (within a fixed-size window).

Use the many contexts of w to build up a representation of w

...govermnment debt problems turning into banking crises as happened in 20089...
...saying that Europe needs unified banking regulation to replace the hodgepodge...
...India has just given its banking system a shot in the arm...

N\ /

These context words will represent banking Slide Credit: Richard Socher, Christopher Manning

) Word Embeddings FACEBOOK Al Gegrgia |




Collobert & Weston vectors

Idea: a word and its context is a positive training sample; a random word in that
sample context gives a negative training sample:

Eljjcat chills on a mat mmm cat chills Ohio a mat

J = max(0,1 — s+ s.)

score(cat chills on a mat) > score(cat chills Ohio a mat)

s = Ula
Xy a = f(z)
z = Wzx+b
(0000 0000 0000 0000 0000 | . N N N N i
L = [.l cat Lchills Lon La I 'lu.u.f]
cat chills on a mat nx|V
L E R”X| |

Slide Credit: Danqi Chen
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Word2vec: the Skip-gram model

The idea: use words to predict their context words
Context: a fixed window of size 2m

P(we_p | we) P(Weyz | We)

problems  turning banking  crises  as

\ Y ) \_Y—) 1 | J
outside context words center word outside context words
in window of size 2 at positiont in window of size 2

Slide Credit: Richard Socher, Christopher Manning
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Word2vec: the Skip-gram model

The idea: use words to predict their context words
Context: a fixed window of size 2m

P(we_y | we) P(Weip | W)

problems  turning crises  as

Y Y ‘ Y /

outside context words center word outside context words

Slide Credit: Richard Socher, Christopher Manning
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Skip-gram Objective function

For each position t = 1,...,T, predict context words within a window of fixed
size m, given center word w;.

0 - 11

all the parameters to be optimized

[T  Plwey; | we6)
<m

m<j<m,j#0

The objective function is the (average) negative loglikelihood:

J(0) = -T log L(0 Z Z log P(wyyj | wy; 0)

t 1 —m<j<m,j#0

Slide Credit: Richard Socher, Christopher Manning
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How to define P(w,,;/w,; 6)?

We have two sets of vectors for each word in the vocabulary:

u., when wis a center word

w

v, when ois a context word

Use inner product (u,, v,)to measure how likely word w appears with

COI]teXt WOI d oO.
expl(u EXpellsve to comp"te
p( we th+j) I .

P ; =
e 1) = 5 e explian, i) r |
Solution:

0 = {u,}, {v;} are all the parameters in the model! Hierarchical Softmax

Negative Sampling

Slide Credit: Richard Socher, Christopher Manning
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Negative Sampling

exp (U, - thH)

Expensive to compute!
Sy

P(wiyj | we) =

Intuition:
For each (w, c) pair, we sample k negative pairs (w, c’):
(k =5, 10, .., 20)

Maximize probability that real outside word appears, minimize
prob. that random words appear around center word.

Distribution makes less frequent words be sampled more often.

Slide Credit: Danqi Chen, Christopher Manning

) Negatives FacEBOOK Al Gegrala |



Visual Encoder

[ RPN =
CNN

Faster R-CNN

Rol

| Pool

[

Visual and Language Processing

Vision

9\

~—0] ] O]
BERT-Like Model

Multi-Model Embeddings

Language
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Intrinsic word embedding evaluation

T
Tp — Ta T+ Te) i
i ||.I‘}, — Za T .I‘(.H

man:woman :: king:?

Evaluate word vectors by how well
their cosine distance after addition o Jing—"

captures intuitive semantic and

. . 0.5
syntactic analogy questions
More examples: 0.25 _man_—"
http://download.tensorflow.org/data/qu '
estions-words.txt 0
0 0.25 0.5 0.75 1

Slide Credit: Richard Socher, Christopher Manning
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(Big) Graph Data is Everywhere

Knowledge Graphs Recommender Systems
Standard domain for studying graph Deals with graph-like data, but
embeddings (Freebase, ...) supervised
“Gender, a2 . . "
/ | \ “™Female USState user_id | movie_id | rating
PlacesLived  Spouse 1992.10.03 4
/ \ StartDate/ Tylpe 0 196 242 3
Event21 Event8 Hawaii 4 l10e nnn n
— '
ContainedBy
\ JB: _
Location ~ Type Marriage UnitedStates ContainedBy

— e Social Graphs

Chicago| gackObama PlacsOfBirth——Honolulu Predict attributes based on homophily
Location PlacesLived . . .
B3, fB/n h \Pf 1 or stru_ctu ral similarity
' / AN | (Twitter, Yelp, ...)

Wang, Zhenghao & Yan, Shengquan & Wang, Huaming & Huang, Xuedong. (2014).
An Overview of Microsoft Deep QA System on Stanford WebQuestions Benchmark. Slide Credit: Adam Lerer

Graph Embeddings FACEBOOK Al Geqaia
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Graph Embedding & Matrix Completion

item1 item2 itemN
Relations between items

personl - - + (and people)

ltems in {people, movies,
person2 + ? page, articles, products,

word sequences...}
Predict if someone will like

an item, if a word will follow
personP + - ? a word sequence

Slide Credit: Yann LeCun

) Graph Embeddings FACEBOOK Al Ge%ggg&



0 Embedding: A learned map from entities to
vectors of numbers that encodes similarity
Word embeddings: word~" vector
Graph embeddings: node -+ vector
Graph Embedding: Optimize the objective
that connected nodes have more similar
embeddings than unconnected nodes via
Q gradient descent.

A multi-relation graph

Slide Credit: Adam Lerer

) Graph Embeddings Facesook a Segrsial



Why Graph Embeddings?

Graph embeddings are a form of
I unsupervised learning on graphs.
Task-agnostic entity representations
Features are useful on downstream tasks
without much data
Q Nearest neighbors are semantically

meaningful

A multi-relation graph

Slide Credit: Adam Lerer

) Graph Embeddings Facesook a Segrsial




3 PyTorch BigGraph

Margin loss between the score for an edge f(e) and

0 a negative sampled edge f(e’
£=3" 3 max(fg) - () +2.0)
e e’'esSt L
The score for an edge is a similarity (e.g. dot projuct)
between the source embedding and a transform
version of the destination embedding, e.g.
f(e) = cos(6s, 0, + 6,)

Negative samples are constructed by taking a real
edge and rgplacmg the source or destination with a

@dom node.
A multi-relation graph Se =1(s,md)ls € VIU{(s,rd|d €V}

Slide Credit: Adam Lerer

) Graph Embeddings Facesook a Segrsial




3 PyTorch BigGraph
Margin loss between the score for an edge f(e) and

@ a negative sampled edge f(e')

=" max(f(e) - £(¢) +1,0))

e e’'esSt L
The score for an edge is a similarity (e.g. dot projuct)
@ between the source embedding and a transform

version of the destination embedding, e.g.

f(e) = cos(6s, 6 + 64)

Negative samples are constructed by taking a real
edge and replacing the source or destination with a
random node.
\’ ! ! / AR
A multi-relation graph Se =1(s,,md)[s" € V}Ui(s,rd]d €V}

Slide Credit: Adam Lerer
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3 PyTorch BigGraph
Margin loss between the score for an edge f(e) and

@ a negative sampled edge f(e')

=" max(f(e) - £(¢) +1,0))

e e’'esSt L
The score for an edge is a similarity (e.g. dot projuct)
@ between the source embedding and a transform

version of the destination embedding, e.g.

f(e) = cos(6s, 6 + 64)

Negative samples are constructed by taking a real
edge and replacing the source or destination with a
random node.
\’ ! ! / AR
A multi-relation graph Se =1(s,,md)[s" € V}Ui(s,rd]d €V}

Slide Credit: Adam Lerer
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Multiple Relations in Graphs

.\ Identity: gla =

. Translator: g(;[;‘A) —xz+ A

[Bordes et al. 13’]

. Affine: g($|A‘ A) = Ax + JAN
[Nickel et al., 11°]
Multi-Entity Multi-Relation
o O Diagonal: g(z|b) =boOx

[Yang et al., 15']

Figure Credit: Alex Peysakhovich
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Embedding a Knowledge Base [Bordes et al. 2013] \

How the candidate
Score answer fitsthe
Embedding question Embedding
of the S s | ofthe
question subgraph
| Word embeddings lookup table Dot : :
Freebase embeddings lookup table 1+hot
product _
e o — — - [ —— O |ssigedinagk
encoding the
of the subgraph
question

“Who did Clooney marry in 198772

Question

Detection of
Freebase entity
inthe question

Graph Embeddings

1987
,
Subgraph of a

| Model
candidate answer

(here K. Preston)

Slide Credit: Yann LeCun
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Applications,

world2vec
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TagSpace PageSpace

Input: restaurant has great food Input: (user, page) pairs
Label: #yum, #restaurant
Use-cases:
Use-cases: Clustering of pages
Labeling posts Recommending pages to users

Clustering of hashtags

user

Reference: [Weston et al. 14], [Wu et al. 18] fan /fan \fan fan
https://qithub.com/facebookresearch/StarSpace

page_1 page_2

page_n

) Application: TagSpace, PageSpace FACEBOOK Al Ge‘%!%ﬁﬁ



PageSpace

Search nearest neighbor for page The New York Times:

\%

(" )

Washington Post, score: 0.80 _ e
Bloomberg Politics, score: 0.77 Other information:
VICE News, score: 0.71 Title and description (words)
Bloomberg: 0.69 Images
Financial Times: 0.68 Videos
- y,

Faiss: a library for efficient similarity
search and clustering of dense vectors.
https://github.com/facebookresearch/faiss

Application: TagSpace, PageSpace FACEBOOK Al Gegrgia |




Classification, Recommendation

VideoSpace
MLP

[ Lookup Table]
A

[ Lookup Table ]

owns
Colorful vegetables ©

Application: VideoSpace FACEBOOK Al Gegrgia |




Create

Groups

Create, like,

Join, comment,
post to, reshare,
interact with angry, haha, B alsort

Users |—> Posts — | Topics
Fan,
interact with

Pages

Contain
Create

Link from | Domain

Slide Credit: Alex Peysakhovich
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The Power of Universal Behavioral Features

What pages or topics might
you be interested in?

Which posts contain
misinformation, hate speech,
election interference, ...?

Is a person’s account fake /
hijacked?

What songs might you like?
(even if you’'ve never provided
any song info)

) Application: world2vec

Adam

Subscribed

Emily

Like

Y

Friends

\ 4

SU()
Sc,./-b
€q

Ellen

Billie Eilish | Author

Fan Page

Interscope

Ski Lovers | link

Page

v

skipasses.com

Topic

Skiing

Slide Credit: Adam Lerer
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Users T-SNE plot of page embeddings. Pages
labeled as misinformation marked in green.
Bad Actor Cluster

Groups
‘For Sale’ Group prediction

Pages
Recommendation
Page category prediction
|ldentify spam / hateful pages
Domains
Domain type prediction

|[dentify mis-Information

Slide Credit: Alex Peysakhovich
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Learning Node Features

Unsupervised
Graph Embedding
Method

BEHAVIOR GRAPH

OTHER STUFF:
CONTENT FEATURES,
COUNTERS, ETC

>
>

NODE EMBEDDINGS

Slide Credit: Adam Lerer

Application: world2vec

FACEBOOK Al

Georgia |
Toch |



PREPROCESSING PYTORCH-BIGGGRAPH DOWNSTREAM
WORKFLOW TASKS

Slide Credit: Adam Lerer

J
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Shared Filesystem

| )
3. Load Edges N. Write Checkpoint
Rank 1 8% Rank 2 I " Rank 3
[ N N /g "\
. Fir . N { . g
Trainer | & Trainer Trainer
Thread || Thread || Thread | _ & Thread | Thread |( Thread e Thread || Thread || Thread |
1 2 3 S 1 2 3 1 2 3
& - J
- E § /\1 l N 4 l 3
Parameter Client Thread <& }arameter Client Thread Parameter Client Thread
" y W J J
I t >
Lock Server 2. Swap partitions 13
| v

Sharded Parameter Server

Sharded Partition Server

Slide Credit: Adam Lerer
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